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Previously on COMP541
• recap of language modeling

• GPT-3

• understanding in-context learning

• scaling laws

• Llama 3

• other LLMs

• long context models
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Lecture overview

• fine-tuning and fine-tuning methods

• Instruction tuning

• learning from human feedback
Disclaimer: Much of the material and slides for this lecture were borrowed from 
—Danqi Chen and Sanjeev Arora's COS 597R class

—Graham Neubig and Xiang Yue's CS11-711 class
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Recap of LLM Training
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Plethora of Tasks in NLP
• In NLP, there are a plethora of tasks, each requiring different varieties of 

data

–Only text: e.g. language modeling

–Naturally occurring data: e.g. machine translation

–Hand-labeled data: e.g. most analysis tasks

• And each in many languages, many domains!
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Standard Multi-task Learning
• Train representations to do well on multiple tasks at once

• Often as simple as randomly choosing minibatch from one of multiple 
tasks
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Standard Multi-task 
Learning

• Train representations to do well on multiple tasks at 
once

this is an example
LM

Tagging
Encoder

• Often as simple as randomly choosing minibatch 
from one of multiple tasks



Pre-train and Fine-tune
• First train in one task, then train on another
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Pre-train and Fine-Tune
• First train on one task, then train on another

this is an example LMEncoder

this is an example TaggingEncoder

Initialize



Prompting
• Train on LM task, make predictions in textualized tasks
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Prompting
• Train on LM task, make predictions in textualized tasks

this is an example LMEncoder

CMU is located in _ PredictEncoder

Freeze



Instruction Tuning
• Pre-train, then fine-tune on many different tasks, with an instruction 

specifying the task
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Instruction Tuning
• Pre-train, then fine-tune on many different tasks, 

with an instruction specifying the task

this is an example LMEncoder

this is an example TaggingEncoder

Initialize

this is an example ClassificationEncoder

this is an example TranslationEncoder



Fine-tuning

10



Full Fine-tuning
• Simply continue training the LM on the output

• Issue: depending on optimizer, optimization method, can take lots of 
memory!

• Example: Training 65B parameter model with 16-bit mixed precision (FP16) 
(Rajbhandari et al. 2019)
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Full Fine-tuning
• Simply continue training the LM on the output 
• Issue: depending on optimizer, optimization method, can take lots of 

memory! 
• Example: Training 65B parameter model with 16-bit mixed precision (FP16)

(Rajbhandari et al. 2019)

65B parameters * 2b = 130GB
65B gradients * 2b = 130GB

Model

65B parameters * 4b = 260GB
65B 1st-order * 4b = 260GB
65B 2nd-order * 4b = 260GB

Optim- 
izer

Activ- 
ations

Forward pass = 10-200GB
Backward pass = 10-200GB

1000-1400GB of GPU memory!1000-1400GB of GPU memory!



An Aside: GPU Specs

• Other hardware options:
– AMD GPUs
– Google TPUs
– Special-purpose Cerebras, AWS Trainium, etc.
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GPU Memory Cost (2/2024) (Cloud) Machines

T40 / K80 24GB $150 Google Colab, AWS p2.*

V100 32GB $2,500 Google Colab

A100 40GB or 80GB $8,000/$16,000 Google Colab, AWS p3.*

H100 80GB $44,000 AWS p4.*

6000 Ada, L40 48GB $8,000 N/A

Mac M* Same as CPU $2,000 N/A



Multi-GPU Training
• One solution: throw more hardware at it!

• Example: DeepSpeed ZeRo (Rajbhandari et al. 2019) partitions optimization 
across different devices

13

Multi-GPU Training
• One solution: throw more hardware at it! 

• Example: DeepSpeed ZeRo (Rajbhandari et al. 2019) partitions 
optimization across different devices

Stage 1: 
optimizer state

Stage 2: 
1+gradients

Stage 3: 
2+parameters



Parameter-efficient Fine-tuning (PEFT)
• Don’t tune all of the parameters, but just some!

–Prompt/prefix tuning

–Adapters

–BitFit

–LoRA
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Prefix Tuning (Li and Liang 2021)

• "Prompt Tuning” optimizes 
only the embedding layer

• "Prefix Tuning” optimizes 
the prefix of all layers
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Prefix Tuning (Li and Liang 2021)

• "Prompt Tuning" 
optimizes only the 
embedding layer 

• "Prefix Tuning" 
optimizes the 
prefix of all layers



Adapters (Houlsby et al. 2019)

• Sandwich in layers in a 
pre-trained model, and 
only tune the adapters

• These layers only use 
2*model_dim*adapter_
dim parameters
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Adapters 
(Houlsby et al. 2019)

• Sandwich in layers in a 
pre-trained model, and 
only tune the adapters 

• These layers only use 
2*model_dim*adapter_
dim parameters



LoRA (Hu et al. 2021)

• Freeze pre-trained weights, train low-rank approximation of difference 
from pre-trained weights

• Advantage: after training, just add in to pre-trained weights — no new 
components!
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LoRA (Hu et al. 2021)

• Freeze pre-trained weights, train low-rank 
approximation of difference from pre-trained weights 

• Advantage: after training, just add in to pre-trained 
weights — no new components!



Q-LoRA (Dettmers et al. 2023)

• Further compress memory requirements for training by
– 4-bit quantization of the model (later class for details)
–Use of GPU memory paging to prevent OOM

–Can train a 65B model on a 48GB GPU!
18

Q-LORA 
(Dettmers et al. 2023)

• Further compress memory requirements for training by 

• 4-bit quantization of the model (later class for details) 

• Use of GPU memory paging to prevent OOM

• Can train a 65B model on a 48GB GPU!



BitFit (Ben Zaken et al. 2021) 
• Tune only the bias terms of the model
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BitFit 
(Ben Zaken et al. 2021)

• Tune only the bias terms of the model



A Unified View of PEFT (He et al. 2021)
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A Unified View of PEFT 
(He et al. 2021)



A Unified View of PEFT (He et al. 2021)

• This understanding can lead to new variants!
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A Unified View of PEFT 
(He et al. 2021)

• This understanding can lead to new variants!



Which one to choose (He et al. 2021)

• Convenience: LoRA and BitFit don’t change model architecture

• Accuracy:

–Simpler tasks (e.g. classification): probably doesn’t matter much

–More complex tasks + small parameter budget: prefix tuning seems 
favorable

–More complex tasks + larger budget: adapters and LoRA
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NLP Tasks
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Approaches to Model Construction
• Basic Fine Tuning: Build a model that is good at performing a single 

task

• Instruction Tuning: Build a generalist model that is good at many 
tasks

• Even if we build a generalist model, we need to have an idea about 
what tasks we want it to be good at!
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Context-free Question Answering
• Also called “open-book QA”

• Answer a question without any specific grounding into documents

• Example dataset: MMLU (Hendrycks et al. 2020)
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Context-free Question 
Answering

• Also called “open-book QA” 
• Answer a question without any specific grounding into documents 
• Example dataset: MMLU (Hendrycks et al. 2020)



Context-free Question Answering
• Also called “machine reading”, “closed-book QA”

• Answer a question about a document or document collection

• Example: Natural Questions (Kwiatkowski et al. 2019) is grounded in a 
Wikipedia document, or the Wikipedia document collection
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Contextual Question 
Answering

• Also called “machine reading”, “closed-book QA” 

• Answer a question about a document or document collection 

• Example: Natural Questions (Kwiatkowski et al. 2019) is grounded 
in a Wikipedia document, or the Wikipedia document collection



Code Generation
• Generate code (e.g. Python, SQL, etc.) from a natural language 

command and/or input+output examples

• Example: HumanEval (Chen et al. 2021) has evaluation questions for 
Python standard library
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Code Generation
• Generate code (e.g. Python, SQL, etc.) from a natural 

language command and/or input+output examples 

• Example: HumanEval (Chen et al. 2021) has evaluation 
questions for Python standard library



Summarization
• Single-document: Compress a longer document to shorter

• Multi-document: Compress multiple documents into one

• Example: WikiSum compresses the references in a Wikipedia article into the 
first paragraph
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Summarization
• Single-document: Compress a longer document to shorter 

• Multi-document: Compress multiple documents into one 

• Example: WikiSum compresses the references in a Wikipedia 
article into the first paragraph



Information Extraction
• Entity recognition: identify which words are entities

• Entity linking: link entities to a knowledge base (e.g. Wikipedia)

• Entity co-reference: find which entities in an input correspond to each-other

• Event recognition/linking/co-reference: identify what events occurred

• Example: OntoNotes (Weischedel et al. 2013) annotates many types of 
information like this on various domains
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Translation
• Translate from one language to another

• Quality assessment done using similarity to reference translation

• Example: FLORES dataset (Goyal et al. 2021) — translations of 
Wikipedia articles into 101 languages
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“General Purpose” Benchmarks
• Try to test language abilities across a broad range of tasks

• Example: BIGBench (Srivatsava et al. 2022)
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“General Purpose” 
Benchmarks

• Try to test language abilities across a broad range of tasks 

• Example: BIGBench (Srivatsava et al. 2022)



Instruction Tuning
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Basic Instruction Tuning (Wei et al.’21, Sanh et al.’21)
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Basic Instruction Tuning 
(Wei et al. 2021, Sanh et al. 2021)



Instruction Tuning Datasets
• Good reference: FLAN Collection (Longpre et al. 2023)
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Instruction Tuning Datasets
• Good reference: FLAN Collection (Longpre et al. 2023)



Instruction Tuned Models
• FLAN-T5: huggingface/google/flan-t5-xxl

– Encoder-decoder model based on T5
– 11B parameters

• LLaMa-2 Chat: huggingface/meta-llama/Llama-2-70b-chat-hf
– Decoder-only model
– 70B parameters

• Mixtral instruct: huggingface/mistralai/Mixtral-8x7B-Instruct-v0.1
– Decoder-only mixture of experts model
– 45B parameters

• (smaller versions also available - Mistral, LLaMa2-7B)
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huggingface/google/flan-t5-xxl
huggingface/meta-llama/Llama-2-70b-chat-hf
huggingface/mistralai/Mixtral-8x7B-Instruct-v0.1


FLAN (v2)
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FLAN (v2)

https://arxiv.org/pdf/2301.13688 https://arxiv.org/pdf/2301.13688 

https://arxiv.org/pdf/2301.13688


FLAN (v2)
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FLAN (v2)

https://arxiv.org/pdf/2301.13688

https://arxiv.org/pdf/2301.13688


Natural Instructions

38https://arxiv.org/pdf/2204.07705

Natural Instructions

https://arxiv.org/pdf/2204.07705 

1,616 diverse NLP tasks and their expert-written instructions1,616 diverse NLP tasks and their expert-written instructions

https://arxiv.org/pdf/2204.07705


Self-Instruct
• It is possible to automatically generate instruction tuning datasets, e.g. 

self-instruct (Wang et al. 2022)

39https://arxiv.org/abs/2212.10560

Self-Instruct
• It is possible to automatically generate instruction 

tuning datasets, e.g. self-instruct (Wang et al. 2022)

https://arxiv.org/abs/2212.10560 

https://arxiv.org/abs/2212.10560


Alpaca
• Generating high-quality instruction tuning dataset with Self-Instruct 

using OpenAI text-devinci-003

40https://crfm.stanford.edu/2023/03/13/alpaca.html

Alpaca
• Generating high-quality instruction tuning dataset 

with Self-Instruct using OpenAI text-devinci-003

https://crfm.stanford.edu/2023/03/13/alpaca.html 

https://crfm.stanford.edu/2023/03/13/alpaca.html


Vicuna
• Fine-tuning Llama models with 70K user-shared ChatGPT conversations

41https://lmsys.org/blog/2023-03-30-vicuna/

Vicuna
• Fine-tuning Llama models with 70K user-shared 

ChatGPT conversations

https://lmsys.org/blog/2023-03-30-vicuna/ 

https://lmsys.org/blog/2023-03-30-vicuna/


WizardLM and Evol-Instruct

42https://arxiv.org/pdf/2304.12244

WizardLM and Evol-Instruct

https://arxiv.org/pdf/2304.12244 

https://arxiv.org/pdf/2304.12244


Orca: Learning from Complex Explanation Traces

43https://arxiv.org/pdf/2306.02707

Orca: Learning from 
Complex Explanation Traces

https://arxiv.org/pdf/2306.02707 

https://arxiv.org/pdf/2306.02707


LIMA: Less is More

44https://arxiv.org/pdf/2305.11206

LIMA: Less is More

https://arxiv.org/pdf/2305.11206 

https://arxiv.org/pdf/2305.11206


Quantity vs Quality
Llama 3 was fine-tuned on 10M human-annotated samples!
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Quantity vs Quality

Llama 3 was fine-tuned on 10M 
human-annotated samples!



MAmmoTH2: Scaling Instructions from the Web

46https://arxiv.org/pdf/2405.03548

MAmmoTH2: Scaling 
Instructions from the Web

https://arxiv.org/pdf/2405.03548 

https://arxiv.org/pdf/2405.03548


Learning From 
Human Feedback
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InstructGPT vs ChatGPT
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InstructGPT vs ChatGPT

3

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-
Tracing-Emergent-Abilities-of-Language-Models-to-their-
Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1

Source: Graham Neubig
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-
Tracing-Emergent-Abilities-of-Language-Models-to-their-
Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1 

Source: Graham Neubig



Why learning from human feedback
• Language modeling objective is misaligned

– “Predicting the next token on a web page from the internet” is different from “follow 
the user’s instructions helpfully and safely”

• What are user’s intention?
– Explicit: instruction following
– Implicit: stay truthful, not being biased, toxic or otherwise harmful

• The three H principle:

49

Why learning from human feedback
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• Language modeling objective is misaligned
• “Predicting the next token on a web page from the internet” is different from “follow the user’s 
instructions helpfully and safely”

• What are user’s intention?

• Explicit: instruction following

• Implicit: stay truthful, not being biased, toxic or otherwise harmful

• The three H principle:

A General Language Assistant as a Laboratory for Alignment

• Helpful: we want the model to solve the tasks for us

• Honest:  we want the model to give us accurate 
information and express uncertainty when they 
don’t know the answer

• Harmless: we don’t want models to cause any 
harm to people or environment.

• Helpful: we want the model to solve the 
tasks for us

• Honest: we want the model to give us 
accurate information and express uncertainty 
when they don’t know the answer

• Harmless: we don’t want models to cause 
any harm to people or environment.

A General Language Assistant as a Laboratory for Alignment



Related work (briefly)

50

Related work (briefly)

6

NeurIPS’17; simulated robotitics + Atari

NeurIPS’20; focusing on text summarization

• At the same time, researchers were exploring 
how to teach models to follow instructions 
(mainly for cross-task generalization; last lecture!)

Related work (briefly)
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NeurIPS’17; simulated robotitics + Atari

NeurIPS’20; focusing on text summarization

• At the same time, researchers were exploring 
how to teach models to follow instructions 
(mainly for cross-task generalization; last lecture!)

NeurIPS’20; focusing on text summarization

• At the same time, researchers were exploring 
how to teach models to follow instructions 
(mainly for cross-task generalization – 
instruction tuning)



InstructGPT: training pipeline

51Training language models to follow instructions with human feedback (2022)

InstructGPT: training pipeline

8Training language models to follow instructions with human feedback (2022)



InstructGPT: supervised fine-tuning
• 13k prompts are written by labelers/collected from API

• Responses are written by labelers

• Training on SFT data for 16 epochs

52Training language models to follow instructions with human feedback (2022)

InstructGPT: supervised flne-tuning

9

• 13k prompts are written by labelers/collected from API

• Responses are written by labelers

• Training on SFT data for 16 epochs

Training language models to follow instructions with human feedback (2022)

InstructGPT: supervised flne-tuning
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• 13k prompts are written by labelers/collected from API

• Responses are written by labelers

• Training on SFT data for 16 epochs

Training language models to follow instructions with human feedback (2022)



InstructGPT: reward modeling
• 33k prompts are written by labelers/collected from API

• Labelers need to rank K responses (sampled from model; 
K=4~9)

 “most of our comparison data comes from our supervised 
   policies, with some coming from our PPO policies”

• The RM is only 6B parameters: R: (x, y) → ℝ
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InstructGPT: reward modeling
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• 33k prompts are written by labelers/collected from API

• Labelers need to rank K responses (sampled from model; K=4~9) 
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“most of our comparison data comes from our supervised 
policies, with some coming from our PPO policies”

Training language models to follow instructions with human feedback (2022)

InstructGPT: reward modeling
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• 33k prompts are written by labelers/collected from API

• Labelers need to rank K responses (sampled from model; K=4~9) 

• The RM is only 6B parameters: R : (x, y) → ℝ

“most of our comparison data comes from our supervised 
policies, with some coming from our PPO policies”

Training language models to follow instructions with human feedback (2022)

loss(✓) = � 1�K
2

�E(x,yw,yl)⇠D [log (� (r✓ (x, yw)� r✓ (x, yl)))]

<latexit sha1_base64="pr/o4SKmOcCSAatvM2g3JoIL8cs=">AAACqXicbVFda9swFJW9ry77SrfHvYiFjZStwS4t28ug7AMG20MLSxoWGSMrsiMqWUa6bheE/9t+w972bybHHnRtLkg6nHPvlXRuVklhIYr+BOGt23fu3tu5P3jw8NHjJ8PdpzOra8P4lGmpzTyjlktR8ikIkHxeGU5VJvlZdv6x1c8uuLFCl99hXfFE0aIUuWAUPJUOfxFdcUNBm5Iq7qS2thkTWHGge+/3SW4oc3HjSCZKrdzXxh00Df6cOiJ5DuOfb/A6vWw3SYwoVrCHiRUKf2o2+oJIXeAu1fOFoh02aXfD1SZ9/f4W7V/vbUeSDkfRJNoEvgniHoxQHyfp8DdZalYrXgKT1NpFHFWQOGpAMMmbAaktryg7pwVfeNjaYhO3cbrBLz2zxLk2fpWAN+zVCkeVtWuV+UxFYWWvay25TVvUkL9LnCirGnjJuovyWmLQuB0bXgrDGci1B5QZ4d+K2Yr66YAf7sCbEF//8k0wO5jEh5Oj08PR8Yfejh30HL1AYxSjt+gYfUEnaIpY8Cr4FkyDWfg6PA3n4Y8uNQz6mmfovwjZX/rT01Y=</latexit>



InstructGPT: reward modeling

54Training language models to follow instructions with human feedback (2022)

InstructGPT: reward modeling
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(Ties are allowed and encouraged)
Training language models to follow instructions with human feedback (2022)

(Ties are allowed 
and encouraged)



InstructGPT: reinforcement learning
• Key idea: fine-tuning supervised policy to optimize reward (output 

of the RM) using PPO

• 31k prompts only collected from API

• Tweak #1: add a per-token KL penalty from the SFT model at each 
token to mitigate overoptimization of the reward model

• Tweak #2: add pre-training loss to “fix the performance 
regressions on public NLP datasets” (PPO-ptx)

55Training language models to follow instructions with human feedback (2022)

InstructGPT: reinforcement learning
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Training language models to follow instructions with human feedback (2022)

objective (�) = E(x,y)⇠D⇡RL
↵

[r✓(x, y)]
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Who is InstructGPT aligning to?
“We hired a team of about 40 contractors”

“Our aim was to select a group of labelers who 
were sensitive to the preferences of different 
demographic groups, and who were good at 
identifying outputs that were potentially harmful.”

This procedure aligns the behavior of GPT-3 to the 
stated preferences of a specific group of people 
(mostly our labelers and researchers), rather than 
any broader notion of “human values”.

56Training language models to follow instructions with human feedback (2022)

Who is InstructGPT aligning to?

13

“Our aim was to select a group of labelers who were sensitive to 
the preferences of different demographic groups, and who 
were good at identifying outputs that were potentially harmful.”

This procedure aligns the behavior of GPT-3 to the stated 
preferences of a specific group of people (mostly our labelers and 
researchers), rather than any broader notion of “human values”.

“We hired a team of about 40 contractors”

Training language models to follow instructions with human feedback (2022)



Evaluation metrics

• Helpful: be able to solve tasks for users
– Let humans judge vs previous NLP datasets?

• Honest: measure truthfulness (whether the model’s statements about the world are true)
– “Hallucinations test” vs TruthfulQA

• Harmless: also hard to evaluate..
– Let users judge vs RealToxicityPrompts (toxicity) vs Winogender/CrowS-Pairs (bias)

57Training language models to follow instructions with human feedback (2022)
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• Helpful: be able to solve tasks for users

• Let humans judge vs previous NLP datasets?

• Honest: measure truthfulness (whether the model’s statements about the world are true) 
• “Hallucinations test” vs TruthfulQA

• Harmless: also hard to evaluate..

• Let users judge vs RealToxicityPrompts (toxicity) vs Winogender/CrowS-Pairs (bias)



PPO models are preferred by labelers

• 1.3B PPO model is more 
preferred to 175 B SFT/GPT
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•  1.3B PPO model is more 
preferred to 175 B SFT/GPT



Few-shot performance on public NLP datasets

59

Few-shot performance on public NLP datasets
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•  “Alignment tax”
•  PPO-ppx mitigates performance 
regression on most tasks

• “Alignment tax”

• PPO-ppx mitigates performance 
regression on most tasks



Improvements on TruthfulQA

• PPO/PPO-ptx choose truthful + uninformative > confident falsehood
60

Improvements on TruthfulQA

18



Small improvements on RealToxicityPrompts
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• When instructed to be respectful, instructGPT reduces toxicity > GPT-3
• When instructed to be rude, InstructGPT amplifies toxicity > GPT-3 (in paper)

Small improvements on RealToxicityPrompts

19



No improvements on bias evaluation
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No improvements on bias evaluation
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Direct preference optimization 
(DPO) and other variants

63



DPO: motivation

Drawbacks:
• Involve multiple models SFT, RM, policy 

models
• Involve multiple stages of training
• Complex, hard to get it right!

1. Optimize reward model over 
preference data

2. Optimize policy model according to the 
reward model

Why not directly learn the policy model from 
preference data?

64
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DPO: the derivation

• DPO starts from a very similar RL objective to PPO:

• Under a general reward function rϕ, the optimal policy 
can be written as:

65
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Offline preference optimization
There are many objectives that you can design for directly learning from preference data!
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Offline preference optimization 

25

There are many objectives that you can design for directly learning from preference data!

Preference data: (prompt, winning response, losing response) (x, yw, yl) → D

WR: winning rate, LC: length-controlled WR



Online vs offline preference optimization
• PPO vs DPO

• Recent papers still advocate for PPO is better than DPO, but it really depends on 
the model/data setup
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•  The comparisons are more complicated since:

•  The preference data can be generated on-policy
•  An off-the-shelf reward model can be used to generate preference data

See the experimental settings of our SimPO paper, or chat with me offline :)



Why is SFT phase needed?
• Observation: Initial SFT phase reduces number of inputs with small reward std. 
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Credit: Noam Razin

Credit: Noam Razin



Next lecture: 
Multimodal LLMs
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