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Abstract

1. Introduction

This section introduces the problem that you investigated
by providing a general motivation and briefly discusses the
approach(es) that you explored to solve this problem.

2. Related Work

This section discusses relevant literature for your project
topic.

3. The Approach

This section gives the technical details about your project
work. You should describe the representation(s) and the
algorithm(s) that you employed or proposed as detailed and
specific as possible.

4. Experimental Results

This section presents some experiments in which you ana-
lyze the performance of the approach(es) you proposed or
explored. You should provide a qualitative and/or quantita-
tive analysis, and comment on your findings. You may also
demonstrate the limitations of the approach(es).

5. Conclusions

This section summarizes all your project work, focusing on
the key results you obtained. You may also suggest possible
directions for future work.

(Hinton & Salakhutdinov, 2006; Goodfellow et al., 2014)

References

Goodfellow, 1., Pouget-Abadie, J., Mirza, M., Xu, B.,
Warde-Farley, D., Ozair, S., Courville, A., and Bengio, Y.

“Equal contribution 'Department of Computer Engineering.
Correspondence to: Name Surname <email>.

COMP547 Deep Unsupervised Learning, Spring 2021.

1

Generative adversarial nets. In Ghahramani, Z., Welling,
M., Cortes, C., Lawrence, N., and Weinberger, K. Q.
(eds.), Advances in Neural Information Processing Sys-
tems, volume 27, pp. 2672-2680, 2014.

Hinton, G. E. and Salakhutdinov, R. R. Reducing the di-
mensionality of data with neural networks. Science, 313:
504 - 507, 2006.



