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1. Introduction

Image captioning is the task of generating a human-like de-
scription for an image. It is a combination of two chal-
lenges: The model needs to understand the visual content of
an image and generate a linguistic description of that con-
tent. The quality of a generated description can either be
evaluated by humans or by the automatic metrics. The au-
tomatic metrics are of utmost importance to study the prob-
lem at scale. To that end, the researchers either borrowed
available metrics from NLP community [7, 6, 2] or pro-
posed problem specific metrics [8, 1]. As none of the ex-
isting metrics perform human-like evaluation quality [4], it
is critical to compare and contrast the proposed metrics: In
which case(s) the one is superior to another?

In this paper, we first briefly review existing metrics.
Observing that none of the metrics considers the semantic
side of the problem, we propose to fill this gap via the use
of a document similarity metric named Word Mover’s Dis-
tance [5]. Then, we proceed to explore the proposed metrics
in terms of correlation with human judgements and whether
their improvement is significant, their syntactic robustness,
and finally their semantic robustness.

2. Metrics

All metrics compare a candidate image description ci (gen-
erated by a model) with the reference sentences Si =
{si1, . . . , sim} (provided by the dataset).
Metrics borrowed from other NLP tasks. BLEU [7] is
one of the first metrics, proposed for machine translation,
and defined as the geometric mean of n-gram precision
scores multiplied by a brevity penalty for short sentences.
ROUGE [6] is initially proposed for evaluation of summa-
rization systems, and works by comparing overlapping n-
grams, word sequences and word pairs. METEOR [2] is an-
other machine translation metric, defined as the harmonic
mean of precision and recall of uni-gram matches between
sentences. Additionally, it makes use of paraphrase match-
ing to handle synonyms.
Metrics developed for image captioning. CIDEr [8] is a
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Figure 1. An illustration of the distance calculation of WMD metric
comparing two candidate captions with a reference caption.

recent metric proposed for evaluating the quality of image
descriptions, taking into account the frequency of words and
phrases in a specified corpus (i.e. highly frequent words
contribute more to the score). SPICE [1] deviates from n-
gram similarity focus of the previous metrics by defining
similarity over scene-graph tuples. Scene-graph is a struc-
tured image representation taking into account the objects
(i.e. man, dog), their modifiers (i.e. white dog) and their re-
lations (i.e. man with dog). Then, the similarity between
these entities are measured via WordNet, as is done by ME-
TEOR.
A new suggestion: Word mover’s distance [5]. Two cap-
tions may not share the same words or any synonyms; yet
they can be semantically similar. On the contrary, two cap-
tions may include similar objects, attributes or relations yet
they may not be semantically similar. Metrics that are cur-
rently in use fail to correctly identify and assess the quality
of such cases. To address this issue, we propose to use a re-
cently introduced document distance measure called Word
Mover’s Distance (WMD) [5] for evaluating image caption-
ing approaches. WMD casts the similarity between docu-
ments as an instance of Earth Mover’s Distance, where the
travel costs are calculated based on word2vec embeddings
of the words (see Figure 1).

3. Analysis
In this part, we provide an analysis of the metrics.
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a man wearing a life jacket is in a small boat on a lake with a ferry in view

a man wearing a life jacket is in a small boat on takeoff with a ferry in view

a woman in a blue shirt and headscarf is in a small boat on a lake with
a ferry in view

a man is selecting a chair from a stack under a shady awning

a black and brown dog is playing on the ice at the edge of a lake
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Figure 2. Distracted versions of a description for a sample image.

Table 1. Correlation analysis.

BLEU METEOR ROUGE CIDER SPICE WMD

Flickr-8k 0.44 0.58 0.44 0.56 0.64 0.60
Composite 0.38 0.44 0.39 0.42 0.42 0.43

Correlation and significance testing. A common way of
assessing the performance of a new automatic image cap-
tioning metric is to analyze how well it correlates with the
human judgements of description quality. In this paper, we
provide Spearman correlations of each metric on 2 different
datasets (Flickr-8k and Composite [1]) in Table 1. How-
ever, comparing the corresponding correlations relative to
each other does not say much since they are both computed
on the same dataset, and thus not independent. To address
this issue, we use Williams significance testing previously
suggested by [3], and found that improvement of each met-
ric to another is significant.
Syntactic robustness. We show which metrics are sensitive
to syntactic changes in a candidate caption ci in Table 2.
To that end, we apply three modifications to the caption
(without modifying the meaning of the sentence), namely
synonym (replace few words by their synonyms), redun-
dancy (append a few redundant words the end of a caption)
and order (change the order of a few words). Ideally the
scores assigned by a metric should not change (indicated by
↔), however many times most of the metrics are affected
by these small changes (indicated by ↓)

Table 2. Syntactic analysis.

BLEU METEOR ROUGE CIDER SPICE WMD

Synonym ↓ ↓ ↔ ↓ ↓ ↓
Redundancy ↔ ↔ ↔ ↔ ↔ ↔
Order ↓ ↔ ↓ ↓ ↔ ↔

Semantic robustness. As stated before, many metrics fail
to account for the semantic side of the automatic evaluation.
To quantitatively measure that, we designated a task, where
in addition to an accurate candidate description ci, we are
given a set of modified versions of it mi, by replacing scene
(R-scene) or person (R-person) or sharing only scene (S-
scene) or person (S-person) (see Figure 2). We measure the

ability of each metric to distinguish accurate metric ci from
its modified version mi in Table 3. Evaluation is conducted
via accuracy (higher is better).

Table 3. Distraction analysis.

BLEU METEOR ROUGE CIDER SPICE WMD

R-scene 0.62 0.69 0.63 0.83 0.54 0.76
R-person 0.73 0.77 0.78 0.78 0.67 0.80
S-scene 0.79 0.85 0.79 0.81 0.70 0.87
S-person 0.78 0.85 0.78 0.83 0.67 0.88

Overall 0.73 0.79 0.75 0.81 0.65 0.83

4. Conclusion
This work proposed to consider semantic information

in image caption evaluation procedure via WMD, and
sketched new testing scenarios like significance testing,
syntactic and semantic robustness tests for all the existing
and upcoming metrics in the literature.
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