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The First PhD Thesis on Computer Vision

[~23- 2010 a |

-23- ddaie-n) |

(a) Original picture. (b) Computer display of picture (e) Connected feature points. (f) After complexity reduction.

(reflected by mistake).

(c) Differentiated picture. (d) Feature points selected. (g) After initial line fitting. ) Final line drawing.

* Machine perception of three-dimensional solids [Roberts 1963]



The Summer
Vision Project

General goals:

MASSACHUSETTS INSTITUTE OF TECHNOLOGY
PROJECT MAC

Artificial Intelligence Group July 7, 1966

Vision Memo. No. 100.

FIGURE-GROUND.

divide a vidisector
picture into regions
such as likely objects,
likely background areas
and chaos

REGION DESCRIPTION.
analysis of shape and
surface properties

OBJECT IDENTIFICATION.
name objects by
matching them with a
vocabulary of known
objects

THE SUMMER VISION PROJECT

Seymour Papert

The summer vision project is an attempt to use our summer workers

effectively in the construction of a significant part of a visual system.

The particular task was chosen part{? because it can be segmented into
gub-problems which will allow individuals teo work independently and yet
participate in the construction of a system complex enough to be a real

landmark in the development of "“pattern recognition!l.

[Papert 1966]
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Why does vision appear easy to humans?

* Our brains are specialized to do vision.

* ~50% of the cortex in a human brain is v
devoted for visual processing oy e 1

(cf. motor control ~20-30%,
language ~10-20%)

Visual perception*:
540,000,000 years of data

Bipedal movement:
230,000,000 years of data

Abstract thought:
100,000 years of data

*Color vision

........

s
'''''

Slide adapted from David Heeger 6



Fast Forward to 2012

Supervision (Toronto) 15.3
IMAGE Large Scale Visual The success of AlexNet, 1 (Tolkyo) 6.
Recognition Challenge (ILSVRC) a deep convolutional VGG Oxiord) oo

. 1.2M training images, 1K categories network (CNN)
» Measure top-b classification error « 7 hidden layers (not counting KRCHINEIA o0
T some max pooling layers) VA (Amsterdam) 29.6
-+ 60M parameters INRIA/LEAR 33.4

I

CNNs are biologically
N\ — inspired by oriented
N e eeeee ﬁ;@ ( a't cells in the visual cortex

AlexNet
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Convolutions mpli

Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based Ie
document recognition. Proceedings of the IEEE. 86 (11): 2278-2324, 1998.

A. Krizhevsky, |. Sutskever, G.E. Hinton ImageNet Classification with Deep Convolutional
Neural Networks. NIPS 2012 8
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. He, G. Gkioxari, P. Dollar, R. Girshick, Mask R-CNN, ICCV‘-\_ '



Stage 1 Stage t, (t > 2)
1l
Branch 1 p

i - -
E Pooling
Convolution _.

I

l:::’:l’l(.‘ 3x3|[3x3{| 2x |[3x3|3x3|| 2x [|3x3|[3x3{|3 "‘ 3x3)| 2% |3x3||3 ‘J J1x1{]1x1
e |\lcllcllp|cllc|r|clclc|cle|cl|c clclclcllc

hxwx3 F

VGG -19 Branch 2 ¢!

Branch 1 pt

1
: :
S
) i 77| 7 7l{7x7| 77|71 <21 x1
e * cffcic|fclc|c|c
:

T T TxT||TxT||7Tx7||7x 7|1 x1[{1x1
B xw' cllcllcllclic|lc|c
Branch 2 ¢t

A

Loss
i
xw'|

Z. Cao ,T. Simon, S.—E. Wei and Yaser Sheikhr. Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields. CVPR 2017
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F. Luan, S. Paris, E. Shechtman & K. Bala. Deep Photo Style Transfer. CVPR 2017



F. Luan, S. Paris, E. Shechtman & K. Bala. Deep Photo Style Transfer. CVPR 2017



A group of people

Vision Language

Deep CNN Generating ShOPPing atan
RNN outdoor market.

There are many
vegetables at the
fruit stand.

A man riding a wave on a surfboard in the water. tAo%Itcarg: >landind Inlicigfass ey

X. Chen and C. L. Zitnick. Mind’s Eye: A Recurrent Visual Representation for Image Caption Generation. CVPR 2015.



Yaris pistinde viraji almakta olan bir yaris arabasi

M. Kuyu, A. Erdem & E. Erdem. Image Captioning in Turkish with Subword Units. SIU 2018

Vision Language
Deep CNN Generating

=ikl

A group of people
shopping at an
outdoor market.

There are many
vegetables at the
fruit stand.
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Question: What is the girl reaching into?
Answer: apples

Y. Goyal, T. Khot, D. Summers-Stay, D. Batra, D. Parikh. Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question
Answering. CVPR 2017



cartoon: Tom Gauld

Can Deep Models Reason?« _ ©
B, ¢
=

* Reasoning: “Algebraically manipulating 5 ‘(
previously acquired knowledge in order g

[I
to answer a new question” - // /

* A very broad definition

Leon Bottou. From machine learning to machine_reasoning. Machine Learmin
7y’ o Fr



cartoon: Tom Gauld

Can Deep Models Reason?« _ ©
B, ¢
=

* Reasoning: “Algebraically manipulating = ‘(
previously acquired knowledge in order g

to answer a new question” . % f/, |
; il

- A very broad definition, which includes | ‘(
—logical reasoning yin W
—probabilistic inference O~ 3 R,
—composition rules operating on trainable :

modules

Leon Bottou. From machine learning to machine_reasoning. Machine Learmin



cartoon: Tom Gauld

—Generalize well when target and
training distributions are similar

—Confuse correlation . with causation

Can Deep Models Reason?<  ©
. ¢
* Deep Learning models are large + - D“ ? O
correlation engines = [ Nl &
E
* They use inductive bias to learn from | % ,.}
training data, which is a double-edged | | |
sword | !}
} “;\."

slide adapted from Christopher Manning



picdescbot @picdescbot - Feb 19 v
a herd of sheep grazing on a lush green field

Take 2: Image S
Captioning

»

techcrunch.com @]

N\
v
"I

T
Microsoft Build 2016
Microsoft demos next-
generationimage-
captioning Captionbot

Haje Jan Kamps |:|
@Haje / Mar 30,2016

The power of the cloud is a bit fuzzy to most of us, but

Microsoft @ wants to improve that by giving developers a
series of API tools. The suite, dubbed Cognitive Services,
empowers developers to make their software far smarter,
including tools for trainable speech-to-text processing and a

quality of object recognition verging on actual magic.




picdescbot @picdescbot - Feb 19 v
a herd of sheep grazing on a lush green field

Take 2: Image S
Captioning

" NOW A SPELLBINBING MOTION PIC
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picdescbot @picdescbot - Mar 8
a yellow and orange flowers in a field
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Suda ylzmekte olan bir képek.

M. Kuyu, A. Erdem & E. Erdem. Image Captioning in Turkish with Subword Units. SIU 2018
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Airplanes

Graduation

jackyalciné is about 40% into the IndieWeb.

. @jackyalcine

Google Photos, y'all fucked up. My friend's not a gorilla.
4:22 AM - Jun 29, 2015

Q) 2,280 O) 3,592 people are talking about this

<

& theguardian.co

&
S‘a*::’;:::i:;'e The,.
Guardian

News |Opinion |Sport | Culture | Lifestyle e

World UK Science Cities Global development

Google says sorry for racist auto-tag
in photo app

Google Photos labelled a picture of two black
people as ‘gorillas’

Google Maps and Flickr have also suffered from
race-related problems

Jana Kasperkevic in New York

¥ @kasperka & Email
Wed 1Jul 2015 18.52 BST

+

28



image: Daniel Mro6z, Drawings for Stanislaw Lem'’s Cyberiad

Looking Forward

* Intelligence I1s not just about Pattern Recognition

 Learning is the process of modeling the world...
—explaining and understanding what we see
—imagining things we could see but haven't yet.

—problem solving and planning actions to make things
real.

—building new models as we learn more about
the world.

—sharing our models, communicating to others,
understanding their models, and learning from them and
with them.

Lake, Ullman, Tenenbaum & Gershman. Building machines that learn and think like people. -
Behavioral and Brain Sciences, 2017 slide adapted from Josh Tenenbaum 29



Explaining and understanding ¢ ﬁ%'
what we see -

catenatio Wi i TR ad basil 0.06

:
mﬂ

led memory

=
Visual embedding

(QE-

Visual image CNN feature Au

-—o——_’\
gl 2 -\‘ -

= - - - ‘ - o

Q What frwt IS showmg in th|s plcture? A Bananas

Kevin Xu et al. Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. ICML 2015
Chao Ma et al. Visual Question Answering with Memory-Augmented Networks. CVPR 2018
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How many objects are
either

or things?
Answer: 5

Johnson et al. CLEVR: A Diagnostic Dataset for Compositional Language and Elementary Visual Reasoning. CVPR 2017 31




Visual
Reasoning

Ask me something!
>>> Hj}

Answer: Yes
Are —» T

Classifier
there —» = 7y

ResBlock N

more —» x
cubes—>
than —

yellow—»| G

ResBlock 2
things—»| G %

—>

ResBlock 1 |-+
4
CNN

f

E. Perez, F. Strub, H. de Vries, V. Dumoulin, A. Courville. FiLM: Visual Reasoning with a General Conditioning Layer. AAAI 2018



Intuitive Physics

« Common-sense understanding of how the world operates at a
physical level

* Helps us to perceive, understand and act with our environment

Battaglia et al. Simulation as an engine of physical scen understanding. PNAS 110(45), 20 slide adépted from Peter Battaglia 33




Int

5? JOHNS HOPKINS

UNIVERSITY



Intuitive Physics

Initial frame PhysNet predictions of the future

A. Lerer, S. Gross, R. Fergus. Learning Physical Intuition of Block Towers by Example. ICML 2016 35



Schrodinger's Plates

image: Tseng Shao-Tsen

t deterministic,
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Imaglnlng Things &
Mé;"j. ‘53

“Maybe in our world
there lives a happy little

tree over there.”
— Bob Ross (The Joy of Painting)
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E] = Upsample+Conv sts B'"a codin

= Conv

................................... 0 —— . . D -\ .
Binary coding R:::Iacgzlon o s Convolution
e — g —
256 P i
z» N(O 1)_,2 65@ D E 01}

Skip 256

connections
a E Spatial Replication

Generator Network Discriminator Network

Input Real | Imagined Imaglned (Cloudy) Imagined (Snowy) Imaglned (Sunset) Imagined (Night)
(w/ Original Attributes)

Karacan, Akata, Erdem & Erdem. Learning to Generate Images of Outdoor Scenes from Attributes and Semantic Layouts. arXiv Preprint 2016 38
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Binary coding Replication 0 &

z~ NG, 1)_,*%DHEE -D S/ o

Skip
connections
a E“ Spatial Replicatior
Generator Network Discriminator Network

'.J

—T R o Semantic Layout

-

s [T P
P | w—

Karacan, Akata, Erdem & Erdem. Learning to, Generate Images of Outdoor Scenes from Attributes and SelggE1alilol Ao 1V] - NE-10:\VA eig=Tolala) @4 N NS JECTS)



Imagining Things =

P
Z; N(O, 1) ‘
]

connections

A 57~ Spatiai Repication

Generator Network Discriminator Network

o w - ’r4¢-ﬁ“:~0’ ,,-.v-‘ ,:v ' v
. ! A U o o
RPN SV SRUR T e d 9 (1F RN

=

Clear sky + flowers

Karacan, Akata, Erdem & Erdem. Learning to.Generate Images of Outdoor Scenes from Attributes and SdgETali{ol R\ 10} A1 VA s (= ol g1 ai @24 O N ESTRT0



K

Upsample+C S el Binary coding
am [ D -
S - '_- :/L Binary coding ‘ eplic: 0 s (’T R— “""“il“if"}' —
. E— i 7[ | wetll | &5 o
ZNO.D> % ==
a ‘—0 Spatial Replication ‘ Comtl;‘cg‘ons B
Generator Network Discriminator Network
=
,;"
/
{
W Sl |
‘ wk

Karacan, Akata, Erdem & Erdem. Learning to Generate Images of Outdoor Scenes from Attributes and SeuaE1al{lel Ao 1V) - RE-10. VA ede=TolIa) AONNG]
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Imagining Thi

G Latent Latent

: :
Bd

Latent
v

1024x1024

-
N. &. - B
8 Reals l % Reals K | Reals
D ; __1024x1024
—

i

Training progresses ————————»

T.Karras, T.Aila, S.Laine and J, Lehtinen, "Progressive Growing of GANs for Improved Quality, Stability, and Variation", ICLR 2018
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Planning

Overhead view of Visual Dynamic Env:rnment Pk ik el $11 THDOETS i

navigate to bowl

(®) : dot product

internal state P) ) : convolution layer
inventory —>
one-hot \ r D : fully-connected layer

|moq dn »oid

visua , put bowl in microwave
ohearvation o Hy — —r ¢a,s immediate ‘
/ state-actiorx reward
feature @ . r
— as
ﬁ reward /
predictor w
vector
action type open —» D @ Qa,s "
one-hot / Q value 1
— u, — — Y — .
action argument 2 as | Open microwave
oo gy

Y. Zhu, D. Gordon, E. Kolve, D. Fox, L. Fei-Fei, A. Gupta, R. Mottaghi & A. Farhadi. Visual Semantic Planning using Deep Successor
Representations. ICCV 2017 45



31 order - 2D @D Edges

2nd order

I E,
[rans fe r Learnin g m' -
chrcscntalio:n Es() 'l'r;msl‘c'; Function
Source Task Encoder Target Task Output ut
[CFrozen (e.g., curvature) (e.g., surface normal) 2D Keypoints (. P.Vamshmg Pts.
' (i)' Gam. Pose
Jigsaw . (nonfix)
Distance

Normals Iﬁi;ﬁinting

gomotion
Scene S.

.)cclusion Edges
hing Object Class. (100)

biect Class. (1000) Semantic Segm.

25D Segm_Randont Proj.
Curvature

Top 5 prediction:
patio, terrace

11101)1 e home, man

L :l E window screen
b sliding door

rain barrel

3D Corvetum |

Surface Normals Occlusion Edges

A.R. Zamir, A. Sax, W. Shen, L. Guibas, J. Malik & S. Saraves. Taskonomy: Disentangling Task Transfer Learning. CVPR 2018 46



cartoon: Tom Gauld

Can deep models reason?

MY REPORT IS

ON YOUR DESK,
YOUR SHOELACE
IS UNTIED AND
TOMORROW 1S

YOUR WNEDDING
ANNIVERSARY.

* We are not there yet! But we can see real progress soon..
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